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Abstract

Computer pioneershave correctly predicted that programmers

would want unlimited amountsof memory An economicalsolu-
tion to this desireis theimplementatiorof a Memary Hierarchical
System,which takes adwantag of locality and cost/performaoe
of memorytechnologes. As time hasgore by, the technoloy
hasprogressedbringing aboutvariouschangesn the way mem-
ory systemsare built. Memory systemsmust be flexible enoudh
to accommodte variouslevels of memory hierarchies,and must
beableto emulateanenvironmentwith unlimitedamountof mem-
ory. For more thantwo decadeghe main emphais of memory
systemdesignes has beenachieving high performare. How-
ever, recentmarket trendsand applicationrequirementssuggest
thatotherdesigngoalssuchaslow-power, predictability andflexi-
bility/reconfigurabilityarebecomingequallyimportantto conside.

This papergivesacomprehenive overvien of memorysystems
with the objectie to give ary readera broadovervien. Emphasis
is put on the variouscompmentsof a typical memory systemof
present-daysystemsand emeging nev memory systemarchitec-
ture trends. We focus on emeging memorytechnologes, system
architecturescompilertechnolog, which arelikely to shapethe
computerindustryin thefuture.

1 Intr oduction

A computesystencanbebasicallydividedinto threebasicblocks.
They canbe calledthe CentralProcessindJnit, commonlycalled
the Processorthe Memory subsystenandthe 10 subsystemFig-
urelillustratesthis division.
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Figurel: Strucureof a Typical ComputerSystem

The Memory subsystenformsthe backbae of the whole sys-
tem storingvital andlarge amountof datathat canbe retrieved at
ary giventime for processingandotherrelatedwork. In the devel-
opmentof memorysystemstwo major issueshave beenincrease
in availability of amourt of memoryandfastaccesof datafrom
thememory Thusthe motto of ary memorysystemdeveloper can
bevery safelysaidto be UNLIMITED FASTMEMORY.

Beforedelvinginto thedepthsof amemorysystemijt isimpor-
tantto acquaintourseheswith the basicundelying principleson
which amemorysystemis built. Thesearecalledthe Principlesof
Locality. Therearetwo typesof locality:

1. Temporal Locality - Thislaw stateghatif anitemis refer
encedjt will tendto bereferencedgain.

2. Spatial Locality - Thislaw emphasizesnthefactthatif an
itemis referenceditemswith addressesloseby will tendto
bereferencedn thenearfuture.

Most programscontainloops,soinstructionsanddataarelik ely
to beaccessedepeatety, thusshaving TemporalLocality. In addi-
tion, instructionsor dataareaccesseih sequencgthusexhibiting
SpatialLocality. Thesetwo principles, plus the fact that smaller
memoryis fasterhasleadto developmentof Hierarchy - Based
Memoriesof differentspeedsindsizes.We canbroadlydivide the
Memorysubsysteninto largeblocks,asseenn Figure2. Levelsof
memory in this type of structure tendto be muchbiggerandcon-
siderablyslower astheir relative positionfrom the CPUincreases.

Themicroprocesorindustryis progressingitaveryrapidpace.
As aresult,the speedof processorgar outstripsthe speed.or ac-
cesstimes, of the memory Henceit is imperviows to establisha
hierarchicalstructureof memorywith very fastmemorycloseto
the processo while slowver memory which is accessedelatively
less,away from the processa Thoughmemoryhierarchycontains
mary levels,datais typically transferrecetweertwo adjacemlev-
elsonly.
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Figure2: A typical Memory Hierarchical System

An importantthing to noteis thatdatatransferreetweertwo
levelsis alwaysin theform of blocksof datainsteadf single- byte



Cateory SPECNt92 | SPEQp92 | Databasel Sparse
ClocksPerlInstructionCPI 1.2 1.2 3.6 3.0
| cacheper1000instructions 7 2 97 0
D cacheper1000instructions 25 a7 82 38
L2 cacheper1000instructions 11 12 119 36
L3 cacheper1000instructions 0 0 13 23
Fractionof time in Processor 0.78 0.68 0.23 0.27
Fractionof timein | cachemisses 0.03 0.01 0.16 0.00
Fractionof timein D cachemisses 0.13 0.23 0.14 0.08
Fractionof timein L2 cachemisses 0.05 0.06 0.20 0.07
Fractionof timein L3 cachemisses 0.00 0.02 0.27 0.58

Tablel: Time spenton differentblocks of memory& processorin ALPHA 21164for four programg(from [17]).

transfers Performancef ary level is definedby the numbe of hits
andmissesandspeedat which theseoccur Hit Timeis thetime to
fetch or storedataat thatlevel of memory Miss Timeis the time
requiredto fetchor storearequiredblock of datafrom lower levels
in memoryhierarchy

The conceptsusedto build memorysystemsaffect the overall
systemas a whole, including how the operatingsystemmanages
memory how compilersgeneratecode,and how applicationsper
formonagivenmachine As mentionecearlierthevariouslayersof
amemorysystemhave differentperformancecharacteristicsThis
canbeillustrated,asshavn in Table1 which shavs the behaior
of anAlpha21164for four differentprogramsThis processouses
threelevels of memoryon-chipin additionto externalmain mem-
ory.

As seen,Memory Systemsare critical to performance. This
can be judged from the fact that the advantage of having a fast
processois lostif the memorysystemis relatively slow to access
andif applicationsspendconsiderabldraction of their execution
timein thememorysystem.

This paperfocuseson the differenttypesof memorysystems
in useasof today Section2 describeghe conceptof cachesand
how they improve the performance Section3 focuseson the con-
ceptof virtual memoriesa mechaism that givesthe programmer
the senseof unlimited addressspace. Section4 is a guideto the
differenttechnologes and devices usedfor makingvariouslevels
of a memorysystem. Section5 will focus on the importanceof
compilertechnologesin building an efficientmemorysystem.Fi-
nally, Section6 will introducenew developmentsin memorysys-
temdesignswhich alsoemphasizeon power consunption aspects
andmatchingapplicationrequirementbetter

Finally, we mustreiteratea statemenput forward by Maurice
Wilkesin the” Memoriesof a ComputerPioneer”,1985.

.... the singleonedevelopmen that put computerson
theirfeetwastheinventionof areliableform of Mem-
ory ...

2 CacheSubsystem

As alreadyseenthetime requiredto access locationin memory
is crucial to the performanceof the systemasa whole. Sinceit
is not feasibleto implementthe addresspaceasa a single large
contiguousmemory block, due to constraintsof memory access
lateng andcost,the Memory Subsystemmustbe arrangedn sev-
erallevelsin away thatis costperformanceefficient. According
to the principlesof Locality of Referencea programtendsto ac-
cesghesamememorylocationsseveraltimesover a periodof time
andthesereferencesendto be sequential Hence,designersisea

small fastmemorycloseto the processoto improve memoryac-
cesstimes. This memoryholdsthe mostfrequentlyaccessediata
which canberetrievedby theprocessowith verylow lateng. Such
amemoryis calledCache Memory

Everytimetheprocessoattemptgo fetchfrom or write to main
memory a checkis simultaneosly performedin the cacheto de-
termineif the requiredmemoryreferenceis presentin the cache.
In caseof aHit, theword s directly fetchedfrom the cacheinstead
of the main memory In caseof a Miss theword is fetchedfrom
memoryandgivento the processa At the sametime, it is stored
into thecachesothatary futurereferenceo the samedocationwill
resultin a cachehit. As aresultof this, ary valid datacontained
in the cacheis a copy of somedatalocatedin the next level of the
memoryhierarchy

In its simplestorganizationthe cacheis structuredasa list of
blocksindexedwith aportionof theprogramaddressHence there
are mary programaddresseshat are mappedto the samecache
block. This simple organizationis called direct mapped,it has
thefastestaccesgime, but alsothe disadwartageof possiblemap-
ping conflictsbetweeraddressethatmapto the samecacheblock.
Mapping conflictsdegradeperformancdecausé¢hereplacedlock
is oftenreferencedgainshortly after.

A solutionusedto avoid mappingconflictsis to dividethecache
into a numberof sets. To determinewhatlocationis mappe cur
rently to the associateantryin the cache eachcacheentryis ac-
compaiied by a setof bits which actasa Tag Field.
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Figure3: This figure shavs how a main memoryaddressis split into Tag
field, Setfield and the word field so asto fadlitate the detemination of
probable location of accessedword in the cache memory

The main memoryis divided into blocks The cacheis subdi-



videdinto sets,eachof which cancontainmultiple blocksor lines.
Eachcacheline can store a single block of memory at a time.
As mentionedearliermultiple blocksfrom the main memorymay
contendfor the samelocationin the cache. The way in which a
memoryblock canbe mappedo a cacheline is determinecdy the
mappingfunction or cacheorganization. The threeways of cache
organizationsareillustrated belav, with their relatve meritsand
disadantagesshavn in Table?2.

DirectMapped Cache

As mentionedearlier the direct mappedcacheis divided into a
maximum numter of sets, eachcontaininga single line. Two

blocksmappinginto thesamecachdine can't bestoredn thecache
simultaneouslygiving riseto intrinsic andconflict misses Hence,
if a programaccessesvo wordsfrom blocksof memorythatmap
to the samecacheline alternatvely, alarge amourt of time will be
spenttransferringdatabetweenthe cacheand Main Memory (or

othercachelayers). This phenonenonmay causesignificantper

formancedegradationif it happensin programloopsandit is often
referredto asthrashing

Fully Associative Cache

The fully associatie cacheconsistsof a single setwith multiple
cachédines. As the namesuggestsa block from mainmemorycan
be placedarywherein the cache.In fully associatie cacheshere
are thereforeno conflict missesonly capacityrelatedmisses. A

big drawvbackof sucha cachemappingschemes thelargerlateng
involvedin tag checkng. Thisis dueto thefactthatthetagcom-
ponentof eachmemoryreferencehasto be checled with all the
tagentriesin the cacheto determinea hit or a miss.Unfortunately
this lateng alsoincreaseswith the sizeof a cache Additionally,

the hardwareincorpaatedto performsucha tag-matchings fairly

comple andrelatively expensve to fabricateon a chip.

SetAssociative Cache

If ablock from mainmemorycanbe placedin arestrictednumber
of setsin the cache,the cacheis saidto be setassociatie. A set
is a group of cachelines. Thereare mary differentwaysthat set
associatiity is achieved. Commonly a block from main memory
is first mappedonto a set,andthenthe block canbe placedin any
line within the set. In this techniquethe tag comparisornis to be
donefor K entriesatatime (assuming linesperset)for aK-Way
Associatve Mapping

Therangeof cachesrom direct-mappedo fully associatie is
really a continuum of levels of associatiity: Direct mappedis a
simpleone-way setassociatie cache anda fully associatie cache
with m lines could be called a m-way setassociatie cache. The
vastmajority of processorsoday usedirect mapped, two-way set
associatie, or four-way setassociatie caches Adding moreasso-
ciativity typically givesdiminishingreturnsin eliminatingconflict
misses.

2.1 ReplacementAlgorithms

Whenacachemissoccurs the cachecontrollermustselecta block
to bereplacedwith the new data. In Direct-mappectachessince
thereis just oneline per set,thereis no replacemenpolicy. For
other cacheconfigurationstwo primary replacemenpolicies are
used.

Random Replacement

To spreadallocationuniformly, candidatdinesfor replacemenare
randomlyselectedA disadantageof suchapolicy is thatthemost
recentlyupdatedor usedlines might be replaced,causinga miss
whenthe sameline is accessedhe next time. Thus, this replace-
mentpolicy maynotbesuitablefor applicationswith good locality.

Least RecentlyUsedReplacement

To reducethe chanceof throwing out information that will be
needel soon,accesseto blocksarerecorded.The block replaced
is the block that hasbeenunusedfor the longesttime. This tech-
niqueexploits thefactthatary line thathasheenaccessedecently
is morelikely to be usedagainascomparedo aline which hasnot
beenaccessefbr alongtime.

In additionto the primarytechnique®f replacementiescribed
above, othertechniquesuchasFIFO: FirstIn FirstOut, andLFU:
LeastFrequentlyUsedcanbe emplo/ed. More detailsaboutthese
policiescanbefoundin [19].

2.2 Write Policy

In caseof a write accesdo the cache,certainpolicieshave to be
definedso that cache cohaenceis maintained,i.e the datain the
cachds consistentvith correspoding datain mainmemory There
aretwo basicwrite policy options.

Write Through

In this policy, the informationis written to both the line in cache
andtheline in mainmemory As aresult,thewrite lateng is com-
parableto writing directly to the main memory At the sametime,
this type of policy resultsin alargeamountof memorytraffic.

Write Back

This policy is widely employedin thecachedesignof presentlay
Theinformationis written only to theline in cache. Whentheline
in cacheis being purged out of the cacheor is to be replacedby
anotherline, the line that is aboutto be replacedis first written
backto the mainmemory To implementsucha schemea separate
bit, calledtheDirty Bit, is associateavith eachline in cache If the
Dirty bit is set,theinformationin thatline hasbeenmodifiedsince
the time it wasfetchedand doesnot matchthe valuein the main
memory Anotheradwantag of this schemeis that it reduceshe
traffic betweerthe cacheandmain memorysubstantially

The problemof managingcachevalidity is moresignificantin
thecaseof multiprocesscswhereasetof machinehhareacommon
sharedmemory A chang in a word of cacheof one procesor
causeghe sameword in othercachedgo be invalidatedin addition
to the invalidation of the word in main memory So, additional
methodsmustbe incorpaatedalongwith the basicwrite policies
to maintaincachecoherere.

Somepossibleapproacksto achiese cachecoherereinclude:

Bus Watching

The addressines of the main memoryaremonitoredby the cache
controllerof eachof the machinego detectwhetherary otherbus
masterhaswritten to the mainmemory If achanges madeto the
locationof sharedmemory thatalsoexistsin its cache the corre-
spondng entry in the cacheis invalidated. This methodrequires
the useof write-throughprocesdy all cachecontrollers.

Hardware Transparency

In this method,additionalhardware is usedto ensurethatall up-
datesto the mainmemoryvia cacheof any processqrarereflected
on all caches.Thus,in caseof modificationsto ary of the words
in mainmemory the matchingwordsin the othercachesalsogets
updded.

Non-CacheableMemory

In this methodonly a portion of the memoryis sharechetweerthe
processecs. Conseqently ary referenceo thatportion of memory
will beamissin the cache sincethatportionof memorycannotbe
written to the cache This non-cacleablememorycanbeidentified
usingchip-selectogic or high addresdits.



[ Organization | #sets | #lines/set | Hit lateny | Checkingmethod| Missrate |
DirectMapped highest 1 least simple higheg
SetAssociatve | greatethanl | greaterthanl medium lesssimple medium
Fully Associatve 1 =#cachdines | highes exhatstive least

Table2: Comparisorof variouscace organizations.

2.3 Performancelssues

The performanceof a cacheis of major concernto compuer ar-
chitectsasthe clock cycle time and speedof the CPU aretied to
the cache. The performane of the cacheis mainly consideredo
be a function of the missrate, misspenalty andthe hit time. Un-
derstandingf thesethreefactorshave helpedarchitectdn coming
up with optimizationtechniquesThesecacheoptimizationscanbe
dividedinto threecateyories:

Miss Rate Reduction Techniques

Miss Rateis the ratio of the numberof memory referencesot

foundin thecacheo thetotalnumberof memoryreferencesThere
arethreekinds of misseswvhich mustbetackledto reducethe miss
rate. They are known asthe compulsory capecity and conflict
misses.Of the mary factorsthatinfluencethe missrate,the most
importantof themare the size of the cache,associatiity, the be-

havior of the programandthe replacemenalgorithmused. Using
larger block sizeshelpsreducemissrate by reducingthe number
of compusory misses. This reductionoccus becausehe princi-

ple of locality hastwo comporents: temporallocality and spatial
locality. Larger blockstake adwantag of spatiallocality. At the

sametime larger blocksincreasemisspenalty Additionally, if the

cachesizeis small,increasan cacheblock sizemightincreasehe

conflictandcapacitymissesthusincreasinghemissrate.Another
methodto decreasghe missraterelieson the factthatincreasing
associatiity decreasgthe conflict misses.But a dravbackof this

schemaeis thatit may increasethe hit lateny. Hence,somemod-

erntechniqueshave beendevisedwhich helpdecreas¢hemissrate
withoutincurringthe abore mentionedside-efects.

Oneway to decreasehe conflict missesand hencethe miss
rateis by addinga small,fully associatie cachebetweerthecache
andits refill path. This cacheis calledthe Victim Cache[3] andit
only containsblocksthathave beenrecentlydiscardedOnthenext
miss, they arechecledto seeif they have the desireddatabefore
going down to the next level of the memoryhierarchy Another
techniqueof reducirg missrateis the useof PseudoAssociative
or Column-Associativ€ached1]. Thesecachesareafit between
the direct-mappedachesandthe two-way setassociatie caches.
Cacheaccessem Column-Associatie cachegproceedn thesame
way asin a normaldirect-mappedache.On a miss,however, be-
fore going to the next level of memory hierarchy anothercache
entryis checled to seeif thememoryreferencenatcheghere.

Miss rate reduction can also be achieved by other methods
which arecompilerbasedandarediscussedn Section5.

Miss Penalty Reduction

Themisspenaltycanbereducedby usingtechniqessuchasSub-
Block Placementtarly RestarandCritical Word First. In theSub-
Block Placemenschemea valid bit is addedto units smallerthan
the block. Eachof theseunitsis calleda sub-blo&. Thusit can
be saidthata block is madeup of sub-blocls, eachassociatedavith
theirvalid bits. Soin caseof a singlesub-blok beinginvalidated,
only a single sub-blockhasto be fetchedfrom the next level of
memoryin the hierarchyinsteadof fetchingthewhole block. This
resultsin reducedmisspenaltyasthe the transfertime of the sub-
block is smallerthanthetransfertime of a block would have been.
In the Early Restartand Critical Word Fir st method,the word re-

questedby the processois fetchedfirst and sentto the procesor
for executionwhile the otherwords of the sameblock are being
fetched. This technige doesnot reducethe memoryaccesgime
in caseof a miss, but insteadreducesthe CPU wait time in case
of amiss. Anothercommontechniqie employedin processors$o-
dayis theuseof alargersecom-level cachebetweerthefirst cache
andthe mainmemory This secondlevel cachehasanaccesgime
greatetthanthefirst-level cache but muchlower comparedo main
memoryaccesgime.

Hit time Reduction

As alreadydiscussedthe Hit Time increasesvith associatiity and
so small and simple cachesare to be used. Otherapproachs in-
clude using a techniquecalled PipelinedWrites and avoiding ad-
dresstranslationduringthe caheindexing.

Interestedeadersango through [19] for moreinformationon
thesetechniques.

Single& Multi- Level Caches
Thegapbetweerprocessospeedandmemoryperformareeis in-
creasingthe importanceof misslatenciesto the mainmemory In
caseof asingleL1 cacheall themissesareto besenedby themain
memory which haslarge lateng. Hence,the numker of missesin
the L1 cacheareto bereduced This canbe achieved by usinga
largerL1 cachewhichincreasesheavailability of data/instructions
in it andthusreduceghe numberof memoryaccessesHowever,
alargerL1 cacheaffectsthe CPU cycle time. Soabettersolution
would be a two-level cacheorganizationwith a smallerandfaster
L1 cacheandalargerbut slower L2 cachethatstoresandsupplies
dataat lesseratenciescomparedo the main memory Datapoints
relatedto performarce improvementsobtainablewith L2 caches
canbe foundin Przybylski[20]. In caseof applicationswith un-
predictableaccesatterns,t wasobsered thatit will be advan-
tageouseven to have a third level cache. For example,it canbe
seenfrom Table 1 thatthe usageof multilevel cachescanimprove
processo utilization by morethana factorof 2, depeming on the
application.

Unified and Split caches

With the adwent of superscalarsa unified Level-1 cacheis being

replacedby split caches. One cacheis dedicatedto instructions
while the otheris dedicatedo data. Superscalamachinessmpha-
size on parallelinstructionexecutionrequiring a constantstream
of instructions.Henceit is advartageousto implementa separate
cachefor instructionmemoryto preventbottlenecksandhardware

resourcecontention

3 Virtual Memory

In the lastsectionwe saw how a cachehelpsimprove memoryac-
cessspeed In this sectionwe will focuson a mechaism which
helpsto giveriseto anillusion of unlimitedamountof memory and
at the sametime helpsprevent undesirate datasharingin multi-
processompuer systemsVirtual Memory helpsin protectingthe
codeanddataof userend applicationsfrom actionsof otherpro-
grams. In additionto this it also allows programsto sharetheir
addressspacedf desired. As the namesuggestsyirtual memory
systemscreatean illusion of a single-level storewith the access
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Figure4: Typical strudure of Virtual Memory mappedo PhysicalMem-
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time that equalsthat of main memory The operatingsystemand
the hardware, togethersupportthis illusion by translatingvirtual
addresset physicalones.Eachprocessunningon the processor
is assigneda block of virtual memoryaddressesThe total virtual
memoryassignedo n processewill beconsicerablylargerthanthe
total main memoryavailable. Thevirtual memoryaddresspacds
divided into uniform virtual pages, eachof which is identified by
avirtual page numbe. Similarly, the physicalmemorycanbe said
to bedividedinto uniform page frames eachof which is identified
by a page framenumber Thisis illustratedin Figure4. Thuswe
cansaythatvirtual memoryis a mappingof virtual pagenumbers
to pageframe numbers. A very importantthing to noteis thata
virtual pageof a processhasa uniquephysicallocationandit is
alsopossiblethatdifferentvirtual pagesnot necessaly of differ-
entprocessesnay have the samephysicallocation. Main memory
containsonly the active portionsof mary programs. This allows
efficient sharingof memoryby differentprograms Sowhenanew
pageis required,the operatingsystemfetchesthe requiredpages
from disks,or ary secondarstoragedevice.

In virtual memory the addresds broken into a virtual page
numberanda page offset Figure5 shaws the translationof a vir-
tualpagenumbe, whichis generatedby theprocessaqrto aphysical
pageframenumberwhichis usedto accesshememory Thephys-
ical pageframenumbe constituteshe upperportion of the phys-
ical addresswhile the offset, which doesnot chang, constitutes
the lower portion. Thetranslationis carriedout by hardware that
implementsa hashingfunction A virtual memorymissis calleda
page fault andtypically it takesmillions of cyclesto processThus,
the pagesize of virtual memorymustbe large enoudh to amortize
the high accesdime. Also, pagefaults are handledby software
becauséhe overheal will be smallcomparedo the accesgime of
the disc. Sincethe writes take too long, virtual memorysystems
usewrite-back.

3.1 PageTable Organization and Entries

Mappinginformationis organizednto page tables whichareacol-
lectionof page table entries Eachprogramhasits own pagetable
which residesin the memory The pagetablecanbeasingle-level
table or a hierarchicalpagetable. Single-level pagetableswere
usedlong ago, when the requirementsof a memory spacewere
small. Nowadays, a hierarchicalstructureis followed. A typical

VIRTUAL ADDRESS
‘ VIRTUAL PAGE NUMBER‘ PAGE OFFSET

TRANSLATION

PHYSICAL PAGE
‘ vAa ‘ PAGE OFFSE‘

Figure5: TheVirtual Addressransldedto a PhysicalAddress.An impor-
tantaspet of suchatranslatin is thatthe Offsetdoesnot changefor both,
thevirtual addressandthe physicd address.
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Figure6: A hierarchicd pagetablestrudure (from [5]).

hierarchicalstructureis shovn in Figure6, andit is basedon the
ideathatalargedataarraycanbemappedoy asmallerarray which
in turncanbe mappedoy anevensmallerarray For example,if we
assume32-bit addressedyte addresing, and 4-Kbyte pagesthe
4-Gbytememoryaddresspaceas compaedof amillion pages. As
seenin the figure, by using a two-level pagetable hierarchy the
root-level table,the onewhichis storedin mainmemory is of con-
siderablesmallersizecomparedo theroot-level tablewhich would
have beengeneratedf asingle-level hierarchywereused.

Each pagetable entry typically maintainsinformation about
one pageat a time. It containsinformationthat tells the operat-
ing systemthefollowing things:

e The ID of the pages owneri.e. the processto which this
pagebelongs.

e Thevirtual pagenumter.
e Thelocationof the page whetherit is in memoryor in disc.

o A referencebit to signify whetherit wasaccesseéh thenear
past.

e Page-protectiorits which determinethelevel of accessibil-
ity of the page.

e Modify bit to signify whetherthe pagewaswrittento or not.

Thus,all theinformationneededby the operatingsystemis stored
in the pagetableentry.

3.2 Translation Look Aside Buffers

Sincepagesare storedin main memory every memoryaccessy
a programcantake at leasttwice aslong: onceto fetch the phys-
ical addressaandthe otheraccesgo fetch the data. This resultsin

reductionof speedby a factorof two. To improve accesgerfor
mance,one must utilize the locality of referenceof a pagetable
which saysthatif atranslationof a pagenumberis neede, it will

probally be neededagain. To Improve speedof translation,most
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Figure7: The Translaton Look asideBuffer is a small cacte, which can
typicdly hold 32 - 64 pagetable entries (from [19]).

of the modern-daysystemsprovide a cachefor pagetableentries
calledthe TranslationLook asideBuffer, or commonlycalledthe
TLB. The TLB containsa tag entry, which storesa portion of the

Virtual addressand a dataentry, which containsthe correspod-

ing physicalpagenumber Sucha type of organizationis shavn in

Figure7. On every physicalreferencewe look up thevirtual page
numberinto the TLB. If we geta hit, the physicaladdressusedto

form the addresss fetchedimmediately In caseof amiss,it is de-
termined eitherby hardwareor softwarewhetherit is a pagefault

oraTLB miss. The TLB missrateshouldbe small. HenceTLBs

arenormally fully-associatve cachesof sizesvarying from 32 to

4096entries.

4 Technology

The speedof a level of the memoryhierarchyis largely affected
by the techndogy employed. This sectionintroduces the various
technologieemplo/ed, andgivesa brief overvien of variousim-
plementations.

Figure8 shavstherelationbetweercomporentsizeandaccess
timesfor registers,cachesmainmemoryandauxiliary storagede-
vicessuchasmagnetialisks. Theamour of investmenthatcanbe
madeandthe speedof thetechnol@y thatis to be employedfor a
particularlevel of memorysystemis depeneénton therelative fre-
queng of accesseto thatlevel. A fastermemorylike the register
file is usedatthe upperlevel. However, registersareexpersive and
solargeramountsof memoryarebuilt usingSRAMsandDRAMs.
Thenext level of hierarchystoredargeamountof dataatasmaller
cost.Theaccessew it arefew, andsoa slower andlessexpersive
memorylik e the disk memoryis used.

SRAM Technology

In SRAM technology the binary valuesare storedusing tra-
ditional flip-flop logic gateconfiguratiors. SRAMs canstoredata
aslong asthe power supplyis available. Its operationdoesrnit in-
volve ary chaging phenomaa,thereforeit is fast. As it canstorea
binary 1 without dischaging, no refreshcircuitry is needed How-
ever, its structurerequiress transistorgor storinga singlebit, mak-
ing it expensve to useit for largermemories.

DRAM Technology
In the DRAM technolog, the datais storedas chage on the

Access Time
Few ns — Registers
<100 ns— Cache
100 ns- 1 ug Main Memory
0.1 sec Disk Memory
10 sec— Optical Disk Magnetic Tape

Size of the Component

Figure8: Memory hierarchy(from [21]).

capacitors. The presene or absenceof datais treatedasa 1 or
0. Becauseof the naturaltendeng of capacitorgo dischage, the
DRAM cell needsperiodicrefreshmentAs the DRAM storesdata
asachageon the capacitorsit is slower compaedto the SRAM.
As eachDRAM cell canbe madeout of a singletransistor it is
moredenseandlessexpensve comparedo SRAMSs.

A comparisorbetweenSRAM andDRAM canbe seenin Ta-
ble 3. Due to the higher speedof operationof SRAMs, SRAMs
canbe usedfor fastermemoriessuchascachememories.DRAM
technola@y is preferredfor implementingmainmemory However,
recentirendsindicatethat DRAM will becomehepreferredchoice
evenasonchipmemory

Theperformancef aDRAM cell canbeimprovedby perform-
ing architecturamodificationsto the basicorganizationof amem-
ory array

In order to eliminatethe needfor frequentrefreshmentthe
DRAM memoryis organizedsothatmultiple cellscanberefreshed
atthe sametime. This is achieved by usinga squareorganization
asshawn in Figure9.

DRAM memoryspeedsanbeimprovedby usingspecialtech-
niqueslisted belon. More aboutthesetechniquesanbe foundin
[4] and [19]

Two StepDecodeProcess

The DRAM memorychip is organizedasa squareor rectangular
blockwith thenumberof rows almostequal but lessthanthatof the
columns The addresss split into two parts,andthe Row address
and column addressare selectedin successie cycles. Hence,a
singlerow canbeselectecandrefreshedatatime.

Support for FastPageMode access

The DRAM memoryis organizedsuchthat a single row address
canbeusedfor makingmultiple accesset thevariouscolumnsof
the samerow, suchthatthe Row addressheedsot be chargedfor
every referencethusreducingthedelay ThisDRAM is calledFast
PageMode DRAM.

However, the ColumnAddressStrobeneedgo be changdev-
erytime. This canbeeliminatedoy removing theneedto togglethe
columnaddressstrobeevery time. This techniqe is called Static
ColumnTechnique.

ExtendedData Out DRAM(EDO DRAM)

The PageMode DRAMSs have the dravback that the column ad-
dressfor the next requestcant be latchedin the column address
buffer until the previous datais gone. The EDO DRAM elimi-
natesthis problem, by using a latch betweenthe output pins and
the senseamplifierwhich holdsthe stateof the outputpin, thusfa-



[ Technoloy | Nature | cost | Transistors/bif| Refreshing | capacity |
SRAM Static | 8-16timesthatof aDRAM 4106 Not needed less
DRAM dynamic less 1 NeededEvery 2 ms,typically) | 4-8timesthatof SRAM

Table3: Comparsonof thetypical SRAMsandDRAMSs.

cilitating the Columnaddresg$o bedeassertedssoonasthe output
is latched.Hencethe prechaging of the memoryarraycanoccur
soonimproving thelatenciesandin turntheaccesgime.

All the above techniquesusean asynchionouscontrol scheme
and utilize hardware alreadypresenton the circuit to give anim-
provementin bandwidthof about2-4times.An alternatve is to use
asynctronouscontrol schemehatenablegshe DRAM to latchin-
formationto andfrom the control bus during the clock signaltran-
sition. Synchronos DRAM (SDRAM), Enhance synctronous
DRAM (ESDRAM)andSynchronaislink DRAM (SLDRAM) be-
long to this class. Thesetechniquesanbe usedto achieze much
bettergainsthan the Pagemodetechniques.The SDRAM hasa
programmableegister which storesthe numker of bytesper re-
questvalue andreturnsmary bytesextendng over several cycles.
Henceit eliminatesthe delayinvolvedin chaging the columnac-
cessstrobesfor succeswe accesse®f datafrom the samerow.
TheESDRAM s muchlike the SDRAM with anEDO DRAM ad-
vantagebuilt into it. Hence,the internaltiming parametergarean
improvementover SDRAM, andthus help facilitate fasteraccess
of data.

DataIn/Out | [ ._______ Column Decoder
Buffer !
ras Clock andRefrestf = [~
Circuitry I

Sense Amplifiers/
Word Drivers

Bit Lines

cas

Column Address

Buffer
. Memory
Row Address Array
Address '

Buffer

Row
Decoder

Figure9: Corventional DRAM block diagram (from [4]).

The abore mentionedtechnigesare usedto improve the per
formanceof the corventionalDRAM structureshavn in Figure9.
Eventhoughtheperformanceainsachiezable with theabove tech-
niguesare goad, the increasingrate of processo spee@ demanl
even higher performance.The RamusDRAM(RDRAM) andthe
Direct RamhusDRAM(DRDRAM) are deemedto be the DRAM
technologie®f moderngeneration.

Rambus DRAM

This new breedof DRAM producel by RAMBUS, usesthe stan-
dard DRAM core and provides a new interfacewhich causeghe

chipto actlike amemorysysteminsteadof amemorycompament.

Thechip canperformits own refreshandcansendvariableamounts
of dataperrequestRDRAM usesa paclet-switchedor split trans-
actionbusinsteadof therow/columnaddresstrobeemployedby a

typical DRAM.

Direct Rambus DRAM

Thisis alsosimilarto a Ramlus DRAM exceptfor the useof half

row buffers insteadof full row buffers. This causeghe die area
occupiedby therow buffersto besmaller whichin turnreduceghe
cost,eventhoughatthe experseof increasednissrates.Further it

usesa 3 bytewide channé (2 bytesfor addressaind1 bytefor data)
ascomparedo an RDRAM that usesa byte wide chanrel. Since
thechanneis splitinto 3 parts,aDRDAM buscanbeusedby three
transactionst atime, which canimprove performance.

5 Compiler Technigues

In this sectionwe discusgherole of acompilerin exploiting mem-
ory systenmresourcegfficiently.

The compilercontributesto improving performanceoy:

e overlappingmemorylatencieswith prefetchinstructions

e reorderinginstructionsto improve locality

Prefetching In software prefetching the compiler brings data
blocksinto the cacheso thatregularloads/storeganresultin hits
[13]. Whentheblock is actuallyreferencedt is actuallyfoundin
the cache ratherthancausinga cachemiss. Prefetchingof useless
data/instructionsancausecachepollution andanincreasan miss
rate.

Instruction reordering The compilercanalsoperformoptimiza-
tionslike codereorderingso asto reduceconflict misses.McFar

ling [10] looked at using profile information to determinelikely

conflicts betweengroupsof instructions. This type of reordering
wasfoundto reducethemissrateby 50%for a2 KB directmapped
I-cacheandby 75%in caseof 8 KB cache.

Prograntransformationsanalsobeperformedo improve spa-
tial andtemporallocality of data.Someof thetransformationshat
canbeusedaregivenbelow.

Merging array s

This techniqueaims at reducingcachemissesby improving
spatiallocality. The accesseso multiple arraysin the samedi-
mensionwith sameindiceshave the potentialto interfere,leading
to conflict misses.The compilercombinesthe indepementmatri-
cesinto a singlecompour arrayso thata single cacheblock can
containthedesiredelements.

Loop Interchange

This compiler technigwe reoganizesthe nestingof loops, to
malke the codeaccesshe datain the orderin which it is stored.
Thusthis techniquemprovesthe spatiallocality.

Loop Fusion

This technique combines differentsectionsof the code,sothat
the datathatarefetchedinto the cachecanbe usedrepeatedlybe-
fore being swapped out. Hencethis technique exposestemporal
locality.

Blocking

It is atechniquein which the compilerperformsreorderingof
instructionsin orderto increasespatialandtemporallocality in the
sequere of memoryaccessesParticularly, the iterationsof loop
nestsare reorderedto move multiple referencedo a single loca-
tion closerin time (TemporalLocality) or to move referencedo
adjacenmemorylocationscloserin time (SpatialLocality).



6 ReconfigurableMemory

This sectionexaminessomeof the latestdesignsandideasthatim-
plementsomekind of modularityandreconfigurabity, ata mem-
ory hierarchicalevel, to suitavarietyof applications For example,
applicationghatneedargememoryaccessegseconfigurationsn-
volving allocationof largermemory

6.1 FlexCache

A fully automatedoftware-onlysolutionfor cachingis designedn

theMIT Raw Machine[12] andsuggetedin the FlexCacheframe-
work [11]. Thekey ideain software cachingis the addresdrans-
lation thatis insertedat compile-timethrougha software-manage
translationtable. Apparently software-managd cachingprovides
more flexibility with the tradeof of software mappingcosts. The
software mapping cost however can be efficiently eliminatedas
shavn in the Hot Pagescompiler [11].

Ar chitecture Support for Software Cache Partitions The Hot

Pagestechniqueq12] reducedthe software overheadper memory
accessin a softwaremanagedacheto four operatiors by register
promotingaddresgranslationrof memoryaccessethatlik ely result
in cachehits. With architecturesuppat a FlexCachecompletely
eliminatesthe four operationoverhead Figure 10 shows three
differentimplementation®f the Hot Pagedoads.If the Hot Pages
loadis executedon asingle-issugrocessotheadditionaloverheal

is 4 instructions Executingthe samecodeon a superscalaproces-
sorandexploiting ILP (InstructionLevel Parallelism)reduceghis
overheado two instructions.This figure alsoshows thatthis code,
if implementedasa specialmemoryinstruction,hplw, canelimi-

natetheruntimeoverheaccompletely

SW: On Single-issue processor
Input regs:
vir_addr, hp_vp, hp_pp

\

Dedicated ISA
Input regs:
vir_addr, hp_index(hp_vp, hp_pp)

. sl vir_page, vir_addr, BITS

. andi offset, vir_addr, MASK

. bnevir_pagehp_vp, AddrTr

. addu sram_addr, offset, hp_pp
. lw results, O(sram_addr)

1. hplw results, vir_addr, hp_index

b wWNPE

On Superscalar - ILP
Input regs:
vir_addr, hp_vp, hp_pp

1. srlvir_page, vir_addr, BITS
2. bnevir_pagehp_vp, AddrTr

1. andi offset, vir_addr, MASK
2. addu sram_addr, offset, hp_pp
3. lw results, O(sram_addr)

Figure 10: Threedifferentpossibleimplementatonsof Hot Pagesloads.
First, we have a load with 4 additonal instrudions overhead on single
issueprocessors. On a supersckar processorthis overheadis redued to
two instrudion per load becawse of the ILP in the checkcode. With the
FlexCache ISA the overheal is completely eliminated

6.2 Smart Memories: A Modular Reconfigurable
Ar chitecture

A Smartmemorychip is madeup of mary processindiles, each
containinglocal memory local interconnectanda processocore.

For efficient computationunde a wide variety of applicationsthe
memories,the wires and the compuational model are alteredto
matchthe applicationrequirements.This kind of structure,asil-

lustratedin Figure 11, can be thought of as a Distributed Mem-
ory Architecturein which an array of processotiles and on-chip
DRAM memoriesare connectedby a paclet-bagd, dynamically
routed network. The tile is a compronise betweenVLSI layout
constraintsand computationb efficiencgy. Four tiles are grouped
togetherto form a QuadStructure As seenin Figure12, atile con-
tainsmemorywhichis dividedinto smallblocksof few KB. Larger
blocks are thenformed by interconrecting theseblocks. Eachof
thesesmall memoryblocksis calleda Memory Mat. Thesemats
can be configuredto implementa wide variety of caches,from

simple, single ported, direct-mappd structuresto set-associate
multi-banked designs. The dynamically routed crossbarswitches
conrectdifferenttiles to form multi-layermemoryhierarchies.

(i

QUAD NETWORKS Processing Tile
or DRAM Block

Figurel1: A typical SmartMemorieschip (from [9]).

Memory Systen
of 16, 8 Kb SRAM

— QUAD INTERFACE

PROCESSOR

Figure12: Tile Floor plan (from [9]).

6.3 IRAM: IntelligentRAM

Anothertrend towards Memory-Processointegrationis basedon
theideaof implementingthe processoin the DRAM. The Intelli-
gentRAM (commonlycalledasIRAM) [17] [18], is anexampleof
sucha scheme Sincethe performancegapbetweermemoriesand
processts is increasingby around50 percen peryear[19], it has
becomeincreasinglyvital to find out new techniquedor reducing
thisgap. Thus,mostresearchebelieve thatit is betterto unify logic
andDRAM. Thereasorto putthe processoonthe DRAM instead
of increasingon-chip SRAM, is the fact that DRAMs are much
denserthan SRAMs. Thus, a larger amountof on-chip memory
canbe madeavailableascompaedto corventionalarchitectures.
Otheradvantagesinclude:

1. Large potential bandwidth can be made available. This
is possiblebecauseDRAMs inherently have large internal
bandwidts.



2. LowerLatenciesresultbecaus the processodoesnot have
to go off-chip sooften.

3. Higher enepy efficiencyresultsdueto the factthatthe pro-
cessoidoesnot have to drive off-chip buseswhich consume
mostof theenegy in the system.

To testthe performane of an IRAM, an Alpha 21164 micro-
processowasimplementecbnaDRAM chip [17]. Variousbench-
markswerethenusedto evaluatethe performanceof this kind of
implementation. The resultsobtainedare shovn in Table4. The
performanceor databasg@rogramsandapplicationsincreasedyy
afactorof 50 percent.For the otherapplicationstherewasperfor
mancedegradation But, thiscanbecreditto thefactthatthe Alpha
wasimplementedpn the DRAM, alongwith it’s original memory
organization.But, in practiceanew memoryhierarchicaktructure,
bettersuitedfor an IRAM, hasto beincorporatedo give a better
performance. The power consumpion in an IRAM is illustrated
in Table5. It canbe seenthatthereis animprovemer in enegy
savings.

In spiteof theobviousadwantagsof theIRAM, it toohassome
shortcomingswhich mustbe overcome The mostcritical draw-
backis the decreasef retentiontime of DRAM whenoperatingat
high temperatureslt decreasesdy half for every 10 degreesrise
in temperaturegausingrefreshtime to go up. Anotherdravbackis
thescalabilityof thesystemasthatthemaximummemoryobtained
fromanIRAM is lessthen128 Mbytes.

6.4 FlexRAM

Anothermethodof achiezing modularityandreconfiguability is to
usethecurrentstate-of-the-amLD/(MergedLogic DRAM/) tech-
nologyfor general-purpsecomputersTo satisfytherequirements
of generapurpsesystemwith low cost,PIM /(Processom Mem-
ory/) chipsareplacedin the Memory Systemandthey aremadeto
defaultto plain DRAM if the applicationis not enabledor Intelli-
gentMemory. In simpleterms,a small but simple processowith
limited functionality is implementedn a DRAM chip alongwith
a large amountof memory This chip is includedasa part of the
memory hierarchyinsteadof treatingit asa processingelement.
Thus,whenan applicationneedsintelligentmemory it is usedas
one. But if an applicationdoesnot require an intelligent mem-
ory, the chip defaultsto anormalDRAM, whereonly the memory
contentof the chip is used. Sucha chip is calleda FlexRAM [7].
A typical structureof a FIexRAM can be seenin the Figure 13.
In a typical FlexRAM model, eachchip consistsof very simple
computeenginescalledP.Arrays,eachof whichis interleavedwith
DRAM macrocells. Eachof theseP Arrayshave accesdo limited
amountof on-chipmemory A low-issuesuperscalarRISC core,
called PMem, is introducedon the chip to increasethe usability
of the PArrays. Without the PMem, all the tasksto co-ordinate
theP.Arrayswould becarriedout by theHostprocessqfP.Host. To
keeptheratio of thelogic areato DRAM areaP.Array mustbevery
simple. ThereforeP.Array supportsonly integer arithmetic. For
maximum programnability, PMem and P.Arrays use virtual ad-
dressing.To obtaina high bandwidth,multi-arrayedDRAM struc-
ture is used. Commurication betweerthe PHostandthe PMems
is achieved by writing to a specialmemory-mapedlocation.

6.5 ReconfigurableCaches

This approzh mitigatesthe problemof non-efective utilization of
cachedy differentapplications As it is known,mostof thecurrent
processodesignsdevote mostof the on-chipareato caches.But,
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L1,L2 Cache
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Inter—Chip Network |FlexRAM

Figure 13: Overdl organiztion of a FlexRAM-basedmemory system
(from [7]).

mary workloadsdo not make effective utilization of the caches.
This resultsin inefficiencieswhich are propcsedto be overcane
by usinga designthat enableson-chip cacheSRAM arraysto be
dynamically divided into multiple partitionswhich canbe usedsi-
multaneosly for differentprocesso actvities. In contrastto the
designselaboratedabove, this designusesthe corventioral cache
designwith minor hardwareandaccompagying software. Onekey
aspecbf this designis thatthereconfiguraility is implementedn
customhardware at designtime. Thus, only a limited nhumberof
possibleconfiguratiors are possible.Figure 14 shavs how a typi-
cal 2-Way cachecanbe divided into a reconfigurale cachewhich
canhave atmosttwo partitions.In thecaseof thereconfigurake as
well asthe conventioral cache samenumbe of thebits of address
field would be usedastag, index, andblock offset bits. The only
changesto the corventionalcacheorganizationare:

1. A reconfigurablecachewith up to N partitionsmustaccept
upto N inputaddresseandgenerateN outputdataelements
with N Hit/Miss signals/(onefor eachpartition/).

2. A specialhardware registermustbe maintainecto track the
numberandsizesof partitionsandalsocontroltherouting of
theabove signals.

ADDRESS IN

STATE TAG DATA

TAG INDEX BLOCK
=TT

| | | PARTITION 1
CHOOSEI

T | | PARTITION 2

d |:“ >
COMPARE[ ]
I “ SELECT ' DATA OUT

HIT/MISS

Figure 14: Typical Reconfiguable cacheorganization for a 2-Way Set
Associdive cache (from [16]).



Catayory SPECInt92 | SPECp92 Database Sparse
Opt. | Pes.| Opt. | Pes.| Opt. | Pes. | Opt. | Pes.
Fractionof timein Processor 0.12| 1.57]| 0.89| 1.36| 0.30| 0.46 | 0.35| 0.54
Fractionof timein | cachemisses | 0.04| 0.05] 0.01| 0.01] 0.18| 0.21 | 0.00| 0.00
Fractionof timein D cachemisses | 0.14| 0.17] 0.26| 0.30] 0.15| 0.18 | 0.08| 0.10
Fractionof timein L2 cachemisses| 0.05| 0.05] 0.06| 0.06] 0.30| 0.030| 0.07| 0.07
Fractionof timein L3 cachemisses| 0.00| 0.00| 0.00| 0.00| 0.03| 0.05 | 0.06| 0.12
Total = ratio of time vs. alpha 1.25]1.83| 1.21| 1.74| 0.85| 1.10 | 0.56| 0.82

Table4: Optimistic andPessimisti paramegrsto estimae IRAM performarce for four programg(from [17]).

[[ Benchmark [ perl | i | gcc] hyfsys] compress]
IRAM, 16:1memory| 1.0 | 1.7 ] 1.8 2.3 1.7
IRAM, 32:1memory| 15| 2.0] 25 2.5 4.5

Table5: Comparisorof the enegy efficieng of Digital StrongArmmemorysystemwith anIRAM memorysystem(from [17]).
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Figurel5: Overal Architecture of aRecorfigurableMemory (from [24]).

6.6 Field Configurable Memory

This sectiondescribesa family of Centralizedarchitecturesimi-
lar to the FiRM FCM describedn [14]. This of architectureuses
FPGAs to modelthereconfigurabilityof thememorysystemalong
with their interconnectnetworks andthe logic associatedwith it.
Before describingthe overall architectureof an FCM-basedsys-
tem, it is importantto acquaintourseheswith somenotations. A
setof memoriesequiredby anapplicationis referredto aslogical
memoryconfguration. Eachindepen&nt memorywithin a logi-
cal memory configurationis referredto aslogical memory The
architecture,illustrated in Figure 15, consistsof b bits divided
evenly amongn arraysthat can be combinel (using the address
anddatamappingblocks) to implementogical memoryconfigura-
tions. Sinceeachlogical memoryrequiresat leastone array one
addressius, one databus, the maximumnumberof logical mem-
oriesthatcanbe implementecn this architecturds the minimum
of thethree.

Flexibility is achieved by: allowing the userto modify the out-
put databus widths of eacharray and by usingvariouscombina-
tions of arraysto obtainlarger memories.Figure 16 shaws a typi-
cal configurationin which arraysarecombinedo implementarger
memories.Herefour 1024x8 arraysarecombinel to implementa
1024x2 logical memory As seen,a single external addressus
ID conrectedto eacharray while the databus from eacharrayis
connectedo separatexternaldatabuses.lt is very interestingto
notethatif afastermemoryarchitectures neead, therewill bea
dropin theflexibility of thearchitecturg24].

6.7 Active Pages:A Computation Model for Intel-
ligent Memory

It is a compuation modelwhich addressethe processe-memory
performarcegapby shifting the data-intensie computationgo the
memory system. In simpler terms, this is a computationmodel
which partitionsthe applicationsetweera processr andanintel-
ligent memorysystem. Normally, all datamanipulatiors are off-
loadedto the logic in memory To simplify integrationwith gen-
eralmicroprocessorandsystemstheinterfaceto the Active Pages
is desigred to resemblea corventionalvirtual memoryinterface.
This interfaceincludesstandardnemoryinterfacefunctions,a set
of functionsavailablefor computation®n a particularpageandal-
locationfunctionswhich assigneachActive Pagea virtual address.

As mentioned the applicationis partitionedbetweenthe pro-
cessorandthe Active Pages.This partitioningis relative to the ap-
plication. If the applicationusesa lot of floating point operations,
thenthe partiotioningis more processoicentric The goal of such
a partitioningis to provide the processowith enoughoperamls to
keepit runningat peakspeeds If the applicationhasa lot of data
manipulatiors andintegerarithmetic,thenthe partitioningis more
memory-cetric. Thegoalof suchatypeof partitioningis exploita-
tion of parallelismanduseasmary Active Pagesaspossible.The
Active Pagesis implementedn RADram (Reconfigurale Archi-
tectureDynamicRAM). The RADram systemassociate256 LEs
(Logical Elements)o a 512Khyte of memoryblock. This canbe
seenin Figurel?7.

7 Low Power Technicues

With theincreasén compleity andspeedf modernmicroproces-
sors,powerdissipationis alsoincreasing Further theemegenceof

embede@d andportableapplicationsvhich shouldhave lesspower

dissipationbecomes motivatingfactorfor developing low-power

architectures.

Significantamountof thetotal power consumptiorof amodern
microprocessorchip canbe attributedto the on-chipmemory i.e.,
the cachememory andthe needto drive the large off-chip buses
for accessinghe mainmemory

Pawer reductionin cachememory can be achiered by semi-
conductor processmprovement,voltagereduction,optimizing the
cachestructurefor higherenepgy savings, andthelike. The cache
structure plays a significant role in determiningthe maximum
power reductionfor a given technologicalimprovemen. The ar
chitecturaimodificationsto the cachestructuresuggestedor mini-



mizationof power consunption include:

Simpler CacheDesign

As discussedn Section2 increasingsetassociatiity andline size
above a certainlimit resultsin diminishing performane returns.
Additionally, largercachesonsumemorepower. In generaketas-
sociative cacheswith anassociatiity of 2 to 4 andof sizesranging
from 4K to 16K tendto bethe mostpower efficient. [23]

Novel CacheDesigns
It wasfoundthatthe power consumptiorof the cachesanbe min-
imizedby usingnoveldesignapproatessuctas:

1. VerticalCachePartitioning
It is atechnique [6] in which a buffer is usedinbetweerthe
cacheandthe CPU.The buffer cansupplydataif theaccess
is to the latestaccessedacheblock.

2. HorizontalCachePartitioning
The dataarray of a cacheis partitionedinto several parti-
tionsthatarepoweredandcanbeaccessethdividually [22].
Henceonly the cachepartition containingthe accesseword
is pawered.

3. GrayCodeAddressing
The power consunption of busesdepemn on the numbe of
bit switchingson the bhit lines. The useof the Gray code
addressig schemesver the corvertional 2's complement
addressig schemeseducethe numberof switchingsfor in-
structionsocatedsequetially.

Filter Cache

In thisapprachasmallcachecalledthefilter cache [8] is inserted
betweenthe L1 cacheand processar The L1 cacheis turnedoff

while the datais beingsuppliedby thefilter cache.Henceif most
of theaccessearesuppliedby filter cache significantenegy gains
canbe achieved. However, asthe lateng to the L1 cacheis in-

creasedhe performane is degraded Thusthis optionis feasible
whenperformanceanbetradedfor enegy savings.

Loop Cache

During execution of instructionsin a loop, the I-cacheunit fre-
quentlyrepeatghe previous tasksunnecessarilyresultingin more
power consumption So, a small cache(typically of 1 KB size)
called Loop cache(L-cache)inbetweenthe I-cacheandthe CPU
is propose in [2]. Enegy reductionis achieved by more judi-
cioususeof I-cacheduring the executionof aloop. As such,this
approachwill give maximumsavings for applicationswith regular
loop patterns.

External (4 buses each 8 bit wide
Data Buses giving t?tal 32 bit wide memor

‘ L2 Dagta Mapﬂ)ing Blotk ‘

IENIEETIEETy

10244 [10248] 10248| 10248

‘ [ Adress Mapping Block‘

[
External Address Bus

Figure16: A typical example of a FCM configurel for 32-bit wide data
bus(from [24]).
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Figurel17: TheRADram Strudure usedfor implemening anActive Page
(from [15]).

8 Summary

In this paperanoverview of memorysystemshasbeengiven. Em-
phasishasbeenput on describinghow various comporentsof a
memory systemaffect the overall performanceof computersys-
tems,andwhatnew architecturatrendsareemenping.
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